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ABSTRACT: The increasing size of existing digital image odilens means that maal annotation ofm-
ages is becoming more and more an infeasible ppoGamtent-based image retrieval (CBIR) systenesrait

to solve this problem by automating the processnafje indexing. Nevertheless, users want to searabes

at a conceptual level, and not only in terms obual texture or shape. Semantic modeling and thesgc
gap are thus one of the biggest challenges in imetgeval. A key requirement for developing futumeage
retrieval systems is to explore the synergy betweenans and computers. Relevance Feedback (Rreand
gion-based representations are two effective waysprove early CBIR systems. This paper preseigadl
Object Information Retrieval (VOIR) an integrate@I® system adopting a region-based image retrieval
(RBIR) paradigm and using RF along with some reswhich emphasize the effectiveness of its longter
learning (inter query learning) algorithms.

KEYWORDS: Interactive Content-Based Image Retrie®Region-Based Relevance Feedback, Inter Query
Learning.

1 INTRODUCTION * The limitation within current state of the art
An image retrieval system is a computer-based sys- of science and technology to mimic the hu-
tem for browsing, searching and retrieving images man capacity of image understanding.

from large image repositories. Content-based image A key requirement for developing future image
retrieval (CBIR) is the application of computer vi- retrieval systems is to explore the synergy between
sion and image processing to the image retrievdlumans and computers. Relevance feedback (RF) is
problem. The search makes use of the contentseof i@ technique that engages the user and the retrieval
images themselves, rather than relying only on husystem in a process of symbiosis. Following the
man-inputted metadata such as captions or keyormulation of the initial query, for subsequerra-
words. From a user perspective, the ideal CBIR sydions of query refinement, the system presentsta se
tem should also involve semantic. The user would bef results and the user evaluates the resultsdaror
able to perform a request like "find me pictures ofto refine the set of images retrieved to his ordats
fishes". This type of query is very difficult foom- isfaction. In image retrieval systems, this techeiq
puters because there are all types of fishes tdrdif can be extremely useful to reduce the adversetsffec
ent sizes and shapes and other animals like dalphi®f the three aspects mentioned above.
that resemble a lot fishes. This paper analyses the use of relevance feedback
The main objective of a CBIR system is the satisin image retrieval applied to short-term learniing (
faction of the user needs for some type of vispal i tra query) and long-term learning (inter querykg-pr
formation. The design and conception of an imagé&enting VOIR (Torres, 2005) a prototype image re-
retrieval system should, consequently, follow thefrieval system. The experiments and the results
guidelines offered by the correct observation oatvh presented in this paper are focused on the lomg-ter
the users really want from the system. In practicdearning of concepts associated with images.

there are three fundamental aspects to be taken int The rest of the paper is organised as follows, sec-
account that make this task difficult: tion 2 reviews some of the most relevant related

« The diversity of applications for digital im- Work. Section 3 introduces the VOIR framework and
ages its two-layer model for describing visual itemscSe

. v - . : . tion 4 presents the methodology and the experimen-
The dlve_r5|ty of 'mage users with different tal results obtained in the long-term learning ssse
perspectives, turning the problem of re

: - "ment. The final section gives some concluding
quirement definition extremely complex. remarks.



2 RELATED WORK sometimes are implicit in the user queries, rarely
those features are used directly in the query féamu
The increasing size of existing digital image aolle tion.
tions means that manual annotation of images is be- There are several disadvantages in using manual
coming more and more an infeasible process. CBIfextual annotations to describe images, such as the
systems attempt to solve this problem by automatinguman effort required to annotate large amounts of
the process of image indexing. Nevertheless, usexssual information, the subjectivity of the opeaati
want to search images at a conceptual level, ahd nand the inconsistency in the textual term assighmen
only in terms of colour, texture or shape. SemantitNevertheless, some of these drawbacks can be sig-
modeling and the semantic gap are thus one of thaficantly reduced if:
biggest challenges in image retrieval (Ritendra, « The type of annotation is denotative (Barthes,
Dhiraj, Jia, & James, 2008), (Jie & Qi, 2008), 1977). This factual and expressional descrip-
(Xiaofei, Deng, & Jiawei, 2008). _ tion, made at the visual object level, tends to
A key requirement for developing future image be more objective and unambiguous.

retrieval systems is to explore the synergy between )
humans and computers. Relevance Feedback (RF) A controlled vqcabulary IS usegl to reduce the
inconsistency in the term assignment, to es-

and region-based representations are two effective ,

ways to improve CBIR systems (Zhi-Hua, Ke-Jia, & tablish a structure and to suggest preferred

Hong-Bin, 2006), (Giorgio, 2007), (Pratikakis, Van- terms during the process of annotation.

hamel, Sahli, Gatos, & Perantonis, 2006), (Rahman,

Bhattacharya, & Desai, 2007), (Ko & Byun, I, 2005)

(Fei, Qionghai, Wenli, & Er, 2008). 3 VOIR

Relevance feedback is a technique that engages the

user and the retrieval system in a process of symbi

sis. Following the formulation of the initial query

for subsequent iterations of query refinement, th&.1 Conceptual Image Retrieval Framework

system presents a set of results and the user-evalu

ates the results in order to refine the set of isag- The VOIR framework aims to be used in conceptual

trieved to his or her satisfaction (Jing, Li, Zhagg image retrieval. It assumes that the target imafes

Zhang, 2004). As pointed out by several authorghe user are fundamentally associated with congcepts

(Carson, Belongie, Greenspan, & Malik, 2002),such as, cars, chairs or airplanes. Each concept is

(Mezaris, Kompatsiaris, & Strintzis, 2004), (Wang,represented by a textual term from a textual thesau

Rui, & Sun, 2004), (Zhang & Zhang, 2004), therus, i.e., a hierarchic controlled vocabulary.

adoption of a region-based representation in a con- A region-based approach is used for representa-

cept-based image retrieval presents obvious advation, query and retrieval of images. It is assurthed

tages since, typically, each image normally costainthe images were already segmented into regions be-

several distinct visual concepts or objects. Ijiad fore being indexed. During the indexing operation,

tionally, the system presents the possibility afufe  €ach region is uniquely associated with a feature

refinement through RF techniques, then, the relevector, fi, representing low-level features such as

vance feedback at the region-level of granularity a colour, texture and shape. During query formulation

lows a much better interaction paradigm increasinghe user chooses textual terms from the thesaurus

the accuracy of the information flowed from theruse representing the desired concepts, and then selects

to the system. for each term, one of the visual regions alreadpas
The task of visual information description is ciated with the term to be used as the example dur-

mainly concerned with transforming user needs intdng the content-based query.

a suitable form to properly support searching proce Conceptual Layer

dures in visual collections. Moreover, the selected (terms from a textual VOIR

thesaurus)
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When a new relevant exampieis indicated by

Low-level features and conventional distancethe user, a Boolean function will indicate if thesd
functions, usually, are not sufficient to suppdrét ignated point belongs to the same visual categbry o
correct discrimination of conceptual similarity be-the evaluated visual itefy or not. If true, the new
tween distinct visual regions. point will be considered as one more positive point

VOIR framework implements a two-layer model of the evaluated item. If false, this point will ben-
separating conceptual categories at the upper laysidered as the seed of another visual categorgto b
from the visual layer composed by the low-level feaadded to the current query.
ture points. The visual layer is partitioned intsual The current implementation of the mentioned
categoriesy,. Each conceptual categoi@,, can be function, essentially compares distand®s = dis-
related with several visual categories. Each visuabnce(f;, fi) andDjx = distance(f;, fx) wheref, O Fx the
category is composed of several regions. The regiorset of all visual items whose categ@®lyis different
sharing the same visual category are conceptuallyf the categor; of pointf;. Basically the query ex-
and visually similar. The use of a textual thesaurupansion is done ifl¥; / Dj) > thr, wherethr is a pre-
reduces inconsistency in term assignment and pralefined threshold level.
vides a knowledge structure that can be explored
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Figure 2. Snapshot of VOIR GUI interface for queomposi-
tion
3.3 Learning term-region associations

3.2 Region-based Relevance Feedback The association between terms and regions is charac

terized by having a normalized degree of confidence
The region-based relevance feedback informatiod_conf where the attributel conf [0 [0, 100]. This
provided by the user supports refinement of the reassociation is of fundamental importance since it
sults and, additionally, is used to improve thedweh constitutes the outcome of the process of concept
iour of the image retrieval system in subsequest selearning. It can be done manually or automatically.
sions. In the latter situation, the system is saile In the first caseal conf is set to its maximum value
evolving over time since it is learning the corrast  (100), in the second case it will be defined or up-
sociations between terms and regions. dated algorithmically.

In each query session, the system implements a The critical evaluation of the image results by the
relevance feedback mechanism that attempts teser during query sessions is used to create @tepd
move the query point towards the good points anthe existing associations. The outcome of thisias t
away from the bad points. It also attempts to rghvei the system gradually learns associations betwesen vi
the query so as to increase the weight of the mongal regions and labels from the textual thesaurus.
discriminating features. These two methods havd@he more the system learns, the more accurate and
been used elsewhere (Rui, Huang, Ortega, & Mehrdaster are the subsequent query sessions.
tra, 1998). The novelty of our approach is that, in In the implementation used to carry out the ex-
stead of limiting the number of query points totjus periments, the visual categories, used in the qunce
one, it can expand the query by using additionalearning process, were defined off-line using a-<lu
guery points in the feature space that are relatbd  tering algorithm that took low-level features ex-
the same conceptual category. tracted from each region as its input data. The-aut

matic updating of the associations between term and



visual item is done periodically after the querg-se « L*a*b* color space: mean and standard de-
sions or following new manually added associations. viation of each component (6 Va|ues);

The updating process affects all the visual itédmas t ~—,  gjze: region or group relative size (1 value).
belong to the same visual category as the visenl it For the clustering algorithm, the value pre-

whose situation was changed either because was €sjected for parameter k was 400, i.e. the number o
plicitly associated with a keyword or because Wagiained clusters is pre-defined as being 400. This

evaluated during a query iteration. value was chosen according to the image collection
used in the tests. The total number of textual $erm
from the test collection was 327 and most of those
terms were associated with just one region. The
erm, region) relation is of type many-to-many,

. . t
Although there are actually diverse image dataseémce it is possible for one term to be associafi

annotated mtr?lectron;ctfodrmat, dwrtually all "."“?g; _several regions and, conversely, a region can be as
Image, I.€., t(h€ annotated words aré assoClatbtl Wigqsiated with several thesaurus terms.

the whole image and the images in the collectien ar
not segmented. In fact, due to the manual effort re
quired to annotate large segmented image colleg 4 Experimental Procedure
tions, indexing each region separately (Duygulu,

2003), the available collections are, typically.t N0 e frequency of the textual terms in the collattio
Ve%arge-” : q datab .. is diverse and, for instance, while the texater ap-

.. The caollection used was a database containingaars in 65 images (TF=65), about 240 terms occur
ground-truth”, human-authored image segmentay, ;¢ one image. Due to this fact, the 37 most fr
tions made available for research use (Marting ont single terms were grouped in five intervals
Fowlkes, Tal, & Malik, 2001). It is composed of 300 (71 '3 {5 T1 |5 from Table 1) having distinct fre-
images from the Corel dataset all labeled accordlnéue—ncies_ The same approach was applied to pairs

to diverse categories such as animals, plants,lepe(_)pand triplets of terms (Table 2). This has giverjiori

or landscape e_arth features. The total n_umber of iIMy three classes of queries: queries with one (CL1)
age segments is around 3100 representing an avergge, (CL2) and three (CL3) terms
of approximately 10 regions per image. The number '

of different keywords used in the Cate(ElorizatiomWa_TabIe 1. The 37 most frequent terms divided int8rirals.

4 EXPERIMENTS

327, and each image has 4 or 5 different keywords nterval Terms | Images (N)
ass'?ﬁleafxdberiments were conducted using the VOI ~I1 (People, sky, water, ees, grasses, rocks) § M=%

. .[ T1_12 (birds, clouds, buildings, landscapes, 5 30=>15
system using, as textual thesaurus, the Australia# ,
Pictorial Thesaurus (Kingscote, 2003). From eaghl=3(cats. mountains, boats) 3| 15=W2
Segmented region, during the indexing process, ApAd_14 (horses, flowers, bears, roads, mammajs, 6 >N29
automatically extracted a collection of numerical™._!5 (pyramids, tigers, churches, fish, ...) 17 H26

properties. o

The low-level descriptors and correspondent For query class CL1, two distinct terms from
similarity measures used for the relevance feedbackach of the intervals T1_I1 to T1_IS were selected.
process were: For each of the 10 terms selected, one region was

« L*a*b* Color Histogram (180-bin): histo- randomly chosen as the query region (instant 1 in
gram intersection. Table 3). In the query experiments for the clasg CL

) , was considered one pair from each of the first five
Edge Histogram descriptor adapted from th%ntervals T23 11 to T23_I5 (instants 2-6). For the

correspondent MPEG-7 descriptor o155 CL3 were considered three triplets from the i
(Manjunath, Salembier, & Sikora, 2002) (80- tgrval T23_I5 (instants 7-9).

bin); histogram absolute difference.
« Shape descriptors vector composed by: pro¥able 2. Frequency distribution for pairs and &tplof terms.

portion of image covered by the region, cir-| Interval Pairs of terms Triplets of terms Image} (N
cularity, principal axis, six first invariants of |[T23_11 4 - 18 N=15
the region central moments (9-dimension|T23_12 3 - 15>N=12
vector); euclidean distance. T23 13 2 - 12>N9
To perform the clustering of existing regions, |T123_14 17 - 9>N:6

used in the process of learning term-region associar2s_is 66 12 6>N3

tions, a feature vector of dimension 13 is used. Fo

each region the following features are computed: The kind of experiments carried out intent to

 RGB color space: mean and standard deviameasure fundamentally the following three aspects:
tion of each component (6 values); the performance of the image retrieval system durin



a specific interaction session with one user (A8,
impact of the relevance feedback into the qualfty oTable 3. Evolution of the association terms-regidusng exe-
the results presented during a specific interactiofution of queries with one, two and three terms .

session with one user (A2); and the accuracy of the Tem |occu—r———r- '”;ta”tG T8 Ts
long-term (inter query) learned term-region associa| 45 |61 |61 |76 | 76 | 87| 87| 92| 92| prdd
tions (A3). Due to space constrains, this papéo-is " |*° s 61 [61 |76 | 76 | 87| 87| 92] 92 1o
cused in presenting the results obtained for aspeft.; |25 (38 |38 [58 |58 |58 | 58| 79| 80| 83| pred
A3. The first two aspects where covered elsewherg 38 28 58 58 958 958 978 979 982 tp
(Torres, Hutchison, & Reis, 2007) . clouds 28—t T et To 15 tpprec
An automatic evaluation system has been ar- co 124 |24 |24 |24 [2a| 35| 35| 35| 35 prdd
ranged to simulate a real user willing to Cooperaté’Ir S 24 [24 |24 [24 |24]35] 35] 35 35 tp
with the system, i.e., giving to the system the max fowers |36 [14 114 [14 |14 | 14 | 14| 14| 14| 14 pred
mum amount possible of positive feedback with re 1‘3‘ 1‘3‘ 1;‘ ;g ;;‘ ;g ;g ;g ;g ;F:’ed
spect to the first NR=30 image results delivered byoats |28 o= == 16 26 [ 26| 26| 26 1
VOIR in each iteration. Given the queries seleéted | 1" ™lo 1o o [0 [o [9 [9 [9 [9 | pred
perform the experiments, the evaluation frameworkj 9 o Jo [9 J9 [9 o [o 9ot
for each query iteration and the returned result s€pears |22 {7 {7 |7 |7 |7 |7 |7 |7 | pred
selects the relevant regions within that resultaset LANES 1A /AN SN AR T AL A A A A
. . . 8 8 8 8 8 8 8 8 8 pred
feeds that information back to the VOIR system. Thepyramids |14 =114 T 5 [5 |8 | tp
process is done automatically after the first fdanu icers |g 616 (6 |6 |6 [6 [6 [6 [6 [ prec
tion of the query. 9 6 [6 [6 [6 |6 |6 |6 |6 |6 |t
0 43 |91 |91 | 131] 131 131 154 154 pred
people | 199
0 43 |90 [90 | 130/ 130 130 158 153 tp
hats 12 0 0 0 0 6 6 6 6 6 pred
4.2 Results o o [0 o |6 |6 |6 |6 6 |tp
) mountainis 0 0 0 0 0 0 12 | 12| 12| pre
Table 3 summarizes the results of the long-term 0O [0 jo |0 |o [0 [12]12]12) tp
learning along the experiment fat conf >= 30 sky  |100 8 8 g 8 g 8 32 gg ii pre
(threshold of 30) for the 15 terms of the collegtio [— o 1o 1o To 1o To o 1o 14 p‘:ec
that were used in the several test queries. The c¢gP™s |° 1o To To [0 Jo lo |o |4 |

umn corresponding to instant 9 gives a snapshot of
the state of knowledge of the system after thabder
of usage defined by the whole test. 5 CONCLUSIONS
For Table 3,occur means the real number of as-
sociations between that term and regigmed the  This paper presents VOIR an image retrieval system
number of predicted associations between terms anghsed on relevance feedback and long-term concept
regions, andp (true positives) the number of cor- learning. User interaction allows the refinement of
rectly predicted associations by the learning algothe current search results.
rithm. Moreover, the interaction information is used in
From the 15 terms, only the first 10 were used irorder to build a conceptual description of the seg-
the queries with one term, executed before instant mented image collection. This description is update
Consequently, the other 5 terms have values of zekgross sessions and combined with the content-basec
for instant 1. The term “bridges”, for instance, issimilarity. The reported experiments, focused a th
used solely in the last query and consequentlyy onliong-term learning aspect, and the quality assess-
in instant 9 has prediction values different ofazer ment bear out the efficacy of the proposed method.
The term “water” was the one used in more queries
(6 queries). The term “trees” used in 5 queriesp*p
ple” was used in 4 queries, “birds” and “boats” ver 6 REFERENCES
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